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Abstract—Aliasing presents a challenge because it complicates automated, modular verification. This paper presents a three-pronged approach to addressing this challenge: (i) automated verification that leverages a promising notion of clean semantics in which objects in client code are decoupled by language and software design; (ii) verification for data abstraction implementations involving explicit (and unavoidable) aliasing using a concept that captures acyclic reference behavior; and (iii) specification of conditional effects clauses for verifying parallel execution of operations on a shared object without violating abstraction. This approach is presented in the context of the RESOLVE project, which aims to enable automated verification of sequential and parallel object-based programs.

I. INTRODUCTION

Non-trivial programs designed with software engineering consideration will be invariably composed from reusable components—often components that encapsulate data abstractions. Prior work has established that it is possible to specify and automatically verify component-based sequential software for full functional correctness in a modular fashion using design-by-contract. While software developers do need to understand and write specifications for such verification to proceed, the proofs may be fully automated [1]. The RESOLVE language and tools are designed to facilitate specification, implementation, and fully automatic modular verification of component-based software [2], [3], and the ideas have been adopted to popular languages, including Java [4]. A key complication is reasoning in the presence of aliasing of object references [5]–[8], which is even harder when concurrency is involved [9], [10]. O’Hearn et al. note: “Fundamentally, because it concerns aliased pointers, freedom from interference is extremely difficult to protect against using programming language restrictions, and too expensive to protect against with runtime checking. It is better to say that if there is no interference then refinement reasoning is sound, rather than to say that it is unconditionally sound.” [11]

The ideas in this paper are mostly about realizing O’Hearn’s guidance and showing that “if there is no interference then refinement reasoning is sound” for code with fork-join parallelism. The approach eases automation by showing “there is no interference” for most software through language and software design. At the core of the solution to the aliasing problem is a notion of clean operation calls whereby effects of calls are restricted to objects that are explicit parameters or to global objects that are explicitly specified as affected [12]. Under this notion, regardless of the level of granularity, syntactically independent operation calls are always unentangled. The solution approach is exemplified through a simple, but illustrative example of a search operation on a Queue data abstraction in Section III. The paper summarizes how the solution can be generalized to ease client-side reasoning by conceptualizing and developing suitable interfaces for shared objects in Section IV, including when they are manipulated in parallel in Section V, and for subsequently ensuring that the implementations are correct refinements, i.e., that they are actually non-interfering in Section VI. The ideas are detailed in three Ph. D. dissertations (two of which are published [4], [13]) and a Masters thesis [14].

II. RELATED WORK

Some kind of frame property (i.e., objects not mentioned do not change) is fundamental to modular verification. In languages with ubiquitous references, such as Java, potential aliasing abounds and complicates the establishment of such a property. Separation logic, one well-known approach for addressing this complication, is an extension of Hoare’s logical rules to include heap properties [15]. Separation logic has been used for verification in Coq [16] and in VeriFast [17]. Automating verification with separation logic is the topic of [18]–[21]. Although there have been attempts to combine
The RESOLVE solution approach is fundamentally different in that the need to reason about references is exceedingly rare. The normal case, by language and component design, is that aliases are entirely absent. The implications of applying these ideas to a Java-like context are presented in [4].

III. Verification Leveraging Clean Semantics

The RESOLVE approach relies on hiding, through abstraction, explicit references and aliasing where possible (e.g., see [27]) to simplify reasoning. Experience has shown that this hiding is possible even in cases where aliasing appears inevitable. This section illustrates how aliases can be hidden when an object is shared between concurrent threads, and the next section describes reference hiding when objects share communal representations.

Consider an interface specification (concept) Queue_Template, parameterized by a generic type Item and a Max_Length integer value. This concept defines a type Queue, which is modeled as a mathematical string (i.e. a sequence) of abstract Item values. No references are involved in this type definition. Listing 1 shows this definition, including the abstract invariant and the initial state of a new Queue.

```
Type Queue is modeled by Str(Item);
  exemplar q;
  constraints |q| <= Max_Length;
  initialization ensures q = empty_str;
```

Listing 1. Mathematical Model for Queue

The concept also defines operations such as Enqueue, Dequeue, SwapFirstEntry and Length. These operations have been designed and specified to avoid aliasing that arises when queues contain non-trivial objects. For example, a client does not retain a reference to an item it enqueues. In addition to these operations, a swap operator is defined on all types to facilitate efficient data exchange without deep or shallow copying [27].

Extensions (enhancements) for Queue_Template specify additional operations such as Split, Is_Present and Append. Figure 1 shows the instantiation of a Queue of Integers with these enhancements to add a parallelizable version of Is_Present. Parallel_Is_Present's ensures clause uses a mathematical predicate: Is_Substring('<x>', q), which evaluates if the singleton string containing x is in q (recall that Queues are mathematically modeled as a string).

The code in Figure 1 splits the incoming Queue into two parts: The front is stored in r, while the rest remains in q. It then makes two separate calls to Is_Present to check if x is in the modified q and if it is in r. As long it is in one of them, Parallel_Is_Present returns true, otherwise it is false. At the end of the procedure, we put the contents back together into r by calling the Append operation. The last statement in the code makes use of the swap operator, which efficiently moves data from r to q without aliasing. This implementation is verified by the RESOLVE verifying compiler, for which a web interface is available [28]. Verification of Parallel_Is_Present is entirely modular, relying only on the specifications of Split, Is_Present, and Append and not on their actual implementations.

The guarantee that x is preserved, i.e., never changes during execution of the operation, is attained by ensuring that it is used only in places where it is preserved. For example, x is passed as a parameter to the call Is_Present and the code will be deemed syntactically incorrect, if Is_Present merely restored x (which would allow it to modify it temporarily.)

Work is ongoing to extend the verifying compiler for parallel software. The parallel calls to Is_Present are safe only in a language with clean semantics, because otherwise the contents of q and r could be aliased. In addition to the absence of aliasing, the parallelization also demands that the shared object x be preserved.

IV. Client-Side Verification with Shared Objects

One central idea is to enlarge the set of programs where non-interference reasoning in client code is simplified, even when underneath the cover of an interface, multiple queue objects may live within a shared or communal space. Clients rely on the guarantee that it is safe to compute on these objects in parallel, while separately we ensure that this guarantee is sound, i.e., that operations on one object do not affect other objects in that communal space.

We have demonstrated the feasibility of designing interfaces of communal concepts, such as “splittable arrays” for working with arrays [29]. We have also developed a formal specification of a communal “exploration tree” concept [14] with a shared space bound for trees from an instance. The only dependency among trees seen in the specification is that addition of new nodes to one tree might affect how many can be added to another. Beyond that the interface permits navigating and modifying trees, and extracting their subtrees that all live in a communal space as though they are
independent thus enabling parallel manipulation. Without a careful interface design of the communal concept, establishing the independence of trees and their (decomposed) subtrees requires a non-trivial proof or an intricate use of region logic by programmers [30].

V. USE OF CONDITIONAL EFFECTS CLAUSES IN NON-INTERFERENCE CONTRACTS

Reasoning about the independence of concurrent threads in client code requires exposing more information than what is necessary for functional behavior specification. This information is exposed via a non-interference contract, as illustrated in Listing 2 [31]. The contract introduces names for the segments into which a component is partitioned (a and b in this case). These segments are independent of implementation particulars. The non-interference contact also describes the effect of each operation on these segments in terms of three possible modes: affects, preserves, and ignores (the default). The simplest proof for parallel blocks is that two operations, op1 and op2, are said to be non-interfering when, for all segments s, s ∈ affects(op1) ⇔ s ∈ ignores(op2).

Work by others has focused primarily on confirming the non-interference of concurrently executing operations through annotating the maximal effects operations might have on their parameters [30], [32]. In some cases, these effects have been defined with respect to distinct regions of memory, and in others with respect to objects themselves. In all cases they have been unconditional, that is, the effects of a method are the same no matter the values of the objects in question. There are numerous benefits to this approach. Notably, it reduces non-interference proofs to a purely syntactic check, which requires neither sophisticated static analysis nor the ability to reason about the functional behavior of programs. However, in the context of RESOLVE we can reason about the functional behavior of a program and introduce conditional effects clauses, conditional on the incoming abstract values of variables.

noninterference contract LookupOffset for BoundedQueueTemplate;
partition for Queue is (head, tail, offset);

operation Enqueue (clears e: Item, updates q: Queue);
affects q@tail;
preserves q+offset;
when q = empty_string affects q@head;

operation Dequeue (clears e: Item, updates q: Queue);
affects q@head, q@tail, q+offset;
restructures q@head, q@tail;

operation SwapFirstEntry (updates e: Item, updates q: Queue);
affects q@head;

Listing 2. A sample interference contract which detangles Queue_Template and includes conditional effects clauses.

In this case, the operation Enqueue is annotated with conditional effects clauses which, when combined with the effects clauses for the Dequeue operation, imply that whenever the incoming Queue has at least one element in it (i.e., \(|q| > 0\)), each partition which is affected by Enqueue (i.e., partition \(q@b\)) is ignored by Dequeue, and therefore the statement

\[
\text{Cobegin}
\begin{align*}
\text{Enqueue}(x, q); \\
\text{Dequeue}(y, q); \\
\end{align*}
\text{end;}
\]

is non-interfering. Furthermore, because Dequeue requires that \(|q| > 0\), in any situation where either Dequeue and Enqueue could be called, they can be called in parallel with each other. There are two items of note here. The clean semantics of RESOLVE ensures that \(x\) and \(y\) are not aliased. Verification of non-interference relies on conditional effects which in turn rely on abstract values, and hence, it needs to be preceded by and layered upon verification of behavioral correctness assertions discussed in Section III.

VI. VERIFICATION WITH EXPLICIT REFERENCES

Ultimately not all reasoning about aliasing interference can be avoided. For this reasoning, while separation logic can be used, the approach we have employed (e.g., a linked structure implementation of queues, lists, or trees) is to use a “sharing” concept specification [12], [13], [33] that provides a reference type that is modeled mathematically as a set of Locations (an abstraction of addresses) and operations to allocate storage, change the value of item pointed to by a reference, alias references, check if two references are aliased, follow a reference to (a) next one, check if a reference is void (or null), and so on. The discussion in [12] also contains a solution to avoid the classical parameter aliasing problem on calls with repeated arguments, a solution that can be realized in C++ with move semantics.

The detailed specifications employ standard, higher-order logic and automated verification reuses results from extensions to function theory [13]. A key contribution of [13] is in noting when abstraction functions in explicitly reference-based realizations can be regionalized to simplify reasoning about non-interference, meaning that the general complexity can be avoided for most “layered” realizations of shared concepts.

VII. SUMMARY AND FUTURE DIRECTIONS

This paper has summarized the ongoing RESOLVE approach for achieving modular verification of component-based software. Through language and software design with abstractions, explicit reference behavior is avoided where possible. This approach makes it easier to reason about routine sequential (and parallel) software, and a verifying compiler
has been built and used to verify components (including in upper division software engineering courses). For handling unavoidable references and aliasing, such as in the implementation of linked data structures, a modular approach is used. This approach relies on specifying and using an interface that abstracts references as locations and global functions to capture the behavior of operations in a linked system of references. At present, while the compiler generates verification conditions for correctness for linked data structures, automation in proving them is a work in progress. Definition of a formal system of proof rules that leverages abstraction and interference contracts for safe parallel execution on a shared object is in progress as a first step toward extending the compiler.
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